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On the Rectilinear Convex Layers of a Planar Set

C. Peláez∗ A. Ramírez-Vigueras∗ C. Seara† J. Urrutia‡

Abstract

In this paper we give an optimal O(n log n) time and
O(n) space algorithm to compute the rectilinear con-
vex layers of a set S of n points on the plane. We also
compute the rotation of S that minimizes the number
of rectilinear convex layers in O(n2 log n) time and
O(n2) space.

1 Introduction

Let S = {p1, . . . , pn} be a set of n points in the plane
in general position. A quadrant Q of the plane is the
intersection of two closed half-planes whose support-
ing lines are parallel to the x- and y-axes. We say that
a quadrant is S-free if it does not contain any point of
S in int(Q), where int(Q) denotes the interior of Q.
The rectilinear convex hull RH(S) of S is defined as:

RH(S) = R
2 −

⋃

Q is S-free

int(Q).

The rectilinear convex hull was introduced in [8] and
further studied in [1] and [2]. The rectilinear convex
layers of S are defined as follows:

1. The first rectilinear convex layer of S, denoted
L1, is RH(S). Let S1 denote the set of elements
of S that belong to RH(S).

2. The i-th rectilinear convex layer Li of S is the
rectilinear convex hull RH(Si), where Si = S \
{S1 ∪ · · ·∪ Si−1}, where Sj is the set of elements
of S in Lj . We stop when S \ {S1 ∪ · · ·∪Si} = ∅;
the first i for which S \ {S1 ∪ · · ·∪ Si} = ∅ is the
number of rectilinear convex layers of S.

Figure 1 shows a point set and its rectilinear convex
hull. Figure 2 shows an example of the rectilinear
convex layers of a point set.
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Figure 1: Rectilinear convex hull and its staircases.

Figure 2: Rectilinear convex layers of a point set.

If we rotate S around the origin the rectilinear con-
vex hull of S, as well as the number of rectilinear
convex layers of S changes (Figure 3).

(a) A point set S with
O(n) rectilinear convex
layers.

(b) One rectilinear con-
vex layer of S by doing a
rotation of α = π

8
.

Figure 3: As we rotate S, the number of rectilinear con-
vex layers changes from one to n

4
.

Notice that the rectilinear convex hull of S is not
necessarily connected (Figure 4). It is not hard to
show that if S contains at least four points in general
position, there is always a rotation of S for which its
rectilinear convex hull is connected, and its interior is
nonempty.

Results. In this paper, we give an optimal
Θ(n log n) time and O(n) space algorithm to calcu-
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(a) RH(S) with α = 0. (b) RH(S) with α = π

4
.

Figure 4: Two different rectilinear convex hulls.

late the rectilinear convex layers of S. We also give an
O(n2 log n) time and O(n2) space algorithm to com-
pute the rotation of S that minimizes (or maximizes)
the number of rectilinear convex layers of S. We will
omit some proofs due to the lack of space.

Related work. The problem of finding the convex
hull of a point set S, as well as its convex layers has
been studied in [9]. An optimal algorithm to find
them in O(n log n) was obtained in [4].

The problem of finding the rotation of S that mini-
mizes the area of the rectilinear convex hull was stud-
ied in [2] and in [1] it was proved that it can be
found in Θ(n log n) time and O(n) space. The prob-
lem of finding the rectilinear convex hull of a point set
S, is closely related to that of finding elements of S
which are maximal under vector dominance. Optimal
O(n log n) algorithms to find them in two and three
dimensions were obtained in [6]. In [7] an O(n2.688)
algorithm for d = n was given. An O(n log n) algo-
rithm for computing the layers of maxima for point
sets in three dimensions was presented in [3].

1.1 Preliminaries

For a planar point set S, we define four partial orders
on S, P (S,$i) using the following binary relations on
pairs of elements pi = (xi, yi) and pj = (xj , yj) in S:

• pi $1 pj iff xi ≤ xj and yi ≤ yj .

• pi $2 pj iff xi ≥ xj and yi ≤ yj .

• pi $3 pj iff xi ≥ xj and yi ≥ yj .

• pi $4 pj iff xi ≤ xj and yi ≥ yj .

Let C = {qi = (xi, yi); i = 1, . . . , r} be an antichain
of P (S,$1) such that its elements are sorted accord-
ing to their x-coordinate. C determines a staircase
formed by the union of a set of elbows obtained as
follows: Join qi to qi+1 by an elbow passing trough
the point (xi, yi+1), i = 1, . . . , r − 1 (Figure 5a). In
a similar way, the antichains of P (S,$2), P (S,$3),
and P (S,$4) determine staircases (Figure 5b).

We will denote the staircase determined by the
maximal elements of P (S,$i) with si(S) (Figure 1).
Notice that s4(S) and s1(S), and si(S) and si+1(S)

share an element of S, i = 1, 2, 3. The boundary
of the rectilinear convex hull of S is contained in
s1(S)∪s2(S)∪s3(S)∪s4(S), and the set of elements of
S that belong to the boundary of its rectilinear con-
vex hull, is the union of the sets of maximal elements
of P (S,$1), P (S,$2), P (S,$3), and P (S,$4).

Since each of si(S) can be obtained in O(n log n),
the rectilinear convex hull of S can be obtained in the
O(n log n). We will present an algorithm to compute
the rectilinear convex layers of S in optimal Θ(n log n)
time. We will use the layers of maxima points as
defined by Buchsbaum and Goodrich [3].

2 The k-level staircases

We define the k-level staircases of P (S,$1) as follows:
The 1-level staircase of P (S,$1), denoted L1

1, is s1(S).
The i-level staircase of P (S,$1), denoted L1

i , is:

L1
i = s1



S\
i−1
⋃

j=1

L1
j



 .

The k-level staircases of P (S,$2), P (S,$3), and
P (S,$4) are defined in a similar way (Figure 5).

(a) k-level staircases of
P (S,!1).

(b) k-level staircases of
P (S,!2).

Figure 5: k-level staircases of P (S,!1) and P (S,!2).

We show now how to compute all the k-level stair-
cases of P (S,$1) in O(n log n) time. This problem
has also been solved by Buchsbaum and Goodrich [3]
with the same complexity. We present a slightly dif-
ferent solution using what we call a domination tree.
This tree will allow us to solve the problem of find-
ing the rotation of S that minimizes the number of
rectilinear convex layers.

2.1 The domination tree

The domination tree is a rooted tree T that satisfies
the following properties: The elements at depth i in T
are the elements of L1

i , ordered by the x-coordinate.
The parent of a point q ∈ L1

i+1 is a point p ∈ L1
i , with

smallest x-coordinate such that p(x) > q(x) (Fig-
ure 6). To construct the domination tree, we will
use an algorithm that we call the BuildTree. We
present only an outline of how BuildTree works.

Assume that the elements of S are labelled
p1, . . . , pn such that if i < j, then the y-coordinate
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of pi is greater than the y-coordinate of pj . We pro-
cess the elements of S in this order, that is from top to
bottom. Suppose that we have processed p1, . . . , pi−1,
and that up to this point, we have detected k layers of
Si−1 = {p1, . . . , pi−1}. Suppose that we have an aux-
iliary array A such that for any j ≤ k, A[j] contains
the rightmost element of the j-th layer of Si−1. The
following assertion is not hard to prove: If p belongs
to the r-th layer L1

r of S, then A[r− 1] dominates pi,
and A[r] does not dominate pi. Using the array A, we
can find r in logarithmic time using binary search. It
is not hard to see that the parent of pi in L1

r−1 can
be also determined in logarithmic time.

For each point pi, we will see if it is to the right
of the rightmost point in the deepest k-level we have
found: If it is so, we will add it to that k-level. Oth-
erwise, we will find the point in the deepest level with
the smallest x-coordinate greater than pi(x). If there
is no such point, then pi will go into a new k-level.
Using the auxiliary sorted array A with the rightmost
element of every k-level found, we will be able to do
this in O(log n) time for every point, which will yield
a total complexity of O(n log n) time. Thus we have
the following results:

Theorem 1 The complexity of BuildTree is
O(n log n).

Theorem 2 All of the i-level staircases of P (S,$1)
can be constructed in O(n log n) time and O(n) space.

An example of the output of BuildTree is shown
in Figure 6.

Figure 6: The tree T1 resulting of running BuildTree

on the point set shown in Figure 5.

3 Rectilinear Convex Layers

Clearly BuildTree can also be used to build all the
k-level staircases of P (S,$1), P (S,$2), P (S,$3), and
P (S,$4). We now show how to use them to build the
rectilinear convex layers of S.

Lemma 3 Let Si = S\
⋃i−1

k=1
Lk. If p ∈ sj(Si) for

some j ∈ {1, 2, 3, 4}, then p is in Lj
i .

Proof. The result is obvious for i = 1. Suppose then
that for some i > 1, p ∈ Li. Then p ∈ Si, and thus
p ∈ sj(Si) for some j ∈ {1, 2, 3, 4}. Without loss of
generality suppose that p ∈ s1(Si). Then it is easy to
see that there is a point q ∈ s1(Si−1) such that p $1 q.
Therefore, p is in the i-level staircase of P (S,$1). !

Corollary 4 If p ∈ Li, then either p ∈ L1
i , p ∈ L2

i ,
p ∈ L3

i , or p ∈ L4
i .

Lemma 5 Let p ∈ S be such that p ∈ Li
ji

for i =
1, 2, 3, 4. If j = min{j1, j2, j3, j4}, then p is in the
j-th rectilinear convex layer Lj of S.

Theorem 6 Let S a planar point set in general posi-
tion. Computing the rectilinear convex layers of S can
be done in optimal Θ(n log n) time and O(n) space.

The time optimality follows from the fact that com-
puting the rectilinear convex hull of a point set re-
quires Ω(n log n) time [1].

3.1 The rotation of S with the minimum number
of layers

The convex hull and the convex layers of a planar
point set are invariant under rotations of the point set.
This is not the case when we consider the rectilinear
convex hull and the rectilinear convex layers. Thus,
we now study the following problem: Given a planar
point set S, find a rotation of S around the origin that
minimizes (or maximizes) the number of rectilinear
convex layers of S.

By using the four domination trees obtained by
BuildTree to compute the rectilinear convex layers
of S we can produce this minimum (or maximum) in
O(n2 log n) time and O(n2) space: We only need to
find the critical directions where the k-level staircases
in our domination tree, and therefore the rectilinear
convex layers of S, may change.

These critical directions are defined when the line
joining two points in S becomes horizontal, or verti-
cal. When this happens, the partial order P ($i, S)
can change, and this can cause the rectilinear con-
vex layers and the rectilinear convex hull to change
(Figure 7).

We compute first T1, and the rectilinear convex lay-
ers of S. Next, we will generate the set D of critical
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(a) Rotation α = 0. (b) Rotation α = π

24
.

Figure 7: In the rotation α = 0, q !1 p, and p and r are
not comparable. In the rotation α = π

24
, q and p are not

comparable, and r !1 p.

directions in O(n2) time and space, and sort them
in O(n2) time using standard techniques. We do the
sorting in such a way that when we pass through a
critical direction γi ∈ D we know whether the two
points p and q defining γi ∈ D become horizontal or
vertical aligned according to the current orientation
of the axes. Let p and q be the two points defining
γi ∈ D and assume that the line joining p and q be-
comes horizontal (Figure 7). If p is not the parent of q
or the other way around, we will continue to the next
critical direction. Otherwise, q jumps from the j-level
staircase to the (j − 1)-level staircase, so we remove
q from its staircase it belongs to, and add it to that
one level above it. We repeat this recursively for all
the descendants of q.

If the line joining p to q becomes vertical, we pro-
ceed as follows: If both p and q are not in the same
j-level staircase and next to each other in that stair-
case, continue to the next critical direction. Other-
wise, suppose that p is before r in their j-level stair-
case. Then r jumps down from the j-level staircase to
the (j + 1)-level staircase: We create the (j + 1)-level
staircase if it does not exists.

Lemma 7 When going from γi to γi+1, a point p ∈ S
either preserves its depth, or it only changes by 1.

Lemma 8 When a point q jumps up from the j-level
staircase to the (j − 1)-level staircase, all its descen-
dants in the T1 tree also jump up one staircase level,
and not other point in S does.

The result is similar for the other three trees.

Theorem 9 At the end of the i-th cycle of the loop,
the Lj array will be the j-level staircase L1

j of S in
the rotation γi.

To prove the time complexity of the algorithm we
need the following non trivial lemma, given without
proof.

Lemma 10 The number of times p ∈ S changes its
rectilinear depth as S rotates is at most O(n).

Theorem 11 Let S a planar point set in general po-
sition. Computing the rotation of S that minimizes
the number of layers can be done in O(n2 log n) time
and O(n2) space.

This algorithm can be modified to solve other prob-
lems such as computing the rotation that: (1) maxi-
mizes the number of rectilinear convex layers of S, (2)
produces the rectilinear convex hull with the largest
(smallest) number of vertices.
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