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Colored Ray Configurations
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Abstract

We study the cyclic sequences induced at infinity by
pairwise-disjoint colored rays with apices on a given bal-
anced bichromatic point set, where the color of a ray is
inherited from the color of its apex. We derive a lower
bound on the number of color sequences that can be
realized from any fixed point set. We also examine se-
quences that can be realized regardless of the point set
and exhibit negative examples as well. In addition, we
provide algorithms to decide whether a sequence is re-
alizable from a given point set on a line or in convex
position.

1 Introduction

Let P = {p1, . . . , pn} be a set of n points in the plane
and let Q = {q1, . . . , qn} be a set of n pairwise-disjoint
rays such that qi has apex pi, for i ∈ {1, . . . , n}. These
rays induce at infinity a cyclic permutation of the num-
bers {1, 2, . . . , n}, defined by the indices of the rays. If
we assume that P is in general position, how many dif-
ferent permutations can always be obtained disregard-
ing the geometry of P? Is there an upper bound for
their number for all sets of n points? What happens in
some particular configuration, for example when P is in
convex position? These problems—and several related
questions—were introduced by Garćıa et al. [7].

A clear motivation for the research in [7] was the ex-
tensive investigation that has been going on counting
the number of non-crossing geometric graphs of sev-
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eral families, such as spanning cycles, perfect match-
ings, triangulations and many more, and on estimating
how large these numbers can get [1, 4, 9, 14, 15, 16].
On the other hand, arrangements of rays have appeared
in graph representation: Ray Intersection Graphs are
graphs in which there is a node for every ray in a given
set and an adjacency when two of the rays intersect
[3, 6, 17]. Finally, on the applied side, it is worth men-
tioning recent work on sensor networks in the plane in
which each sensor coverage region is an arbitrary ray
[12]. The rays act as barriers for detecting the move-
ment between regions in the arrangement.

In this paper we consider a natural variation on the
problem in [7]: the point set consists now of red and
blue points, and the ray we shoot from a point inherits
its color. We investigate the binary circular sequences
that the colored rays induce at infinity: We study how
many different color patterns can always be obtained (in
order of magnitude) and how many color alternations,
depending on the generality of the position of the points
(Section 3). We also investigate whether there are color
patterns that are forbidden or universal, in the sense of
their dependence on the point set (Section 4). In addi-
tion, we provide decision algorithms for some particular
cases (Section 5) and include remarks on additional is-
sues not developed in this short paper (Section 6).

2 Initial notation and definitions

Henceforth, N will denote the positive integers. Given
k ∈ N, we denote by [k] the set of integers {1, . . . , k}.
Let S = R ∪B be a finite bichromatic point set, where
R is the set of red points and B is the set of blue points.
We require S to be balanced (|R| = |B|), which is the
variant that has received most attention in the family
of problems on red-blue point sets [11].

Given any finite point set X of m points in the plane,
and a set H of m pairwise-disjoint rays, each one having
apex at a point in X, we say that H is a set of rays
from X. When X is a colored point set, we assign to
each ray the color (r or b) of its apex.

Given a set H of rays from S, let C(S,H) denote the
circular sequence of length |S| in the alphabet {r, b} in-
duced by the rays at infinity, taken in clockwise order.
Equivalently, we can take any circle large enough to en-
close S and think of C(S,H) as the clockwise sequence
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of the colored intersection points of the rays with the
circle.

Given a positive integer n, we call any circular se-
quence of 2n elements in the alphabet {r, b} consisting
of n red elements and n blue elements a configuration.
We assume hereafter that any configuration C starts
with a red element and ends with a blue one. Notice
that C can be partitioned into 2k blocks c1, c2, . . . , c2k
for some k ∈ N, where for i ∈ [2k] all elements of ci
are red if i is odd, and all elements are blue if i is even.
We say that k is the alternation number of C. Hence, C
can be identified with the tuple (r1, b1, r2, b2, . . . , rk, bk),
where ri is the number of (red) elements in c2i−1 and
bi the number of (blue) elements in c2i, for i ∈ [k].
Let Γ(n) denote the number of configurations or, equiv-
alently, the number of binary balanced necklaces. It
holds that
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where ϕ is Euler’s totient function [13]. Consequently,
we have Γ(n) = Θ∗(4n).1

Given S and a configuration C, we say that C is re-
alizable (or feasible) from S if there exists a set H of
pairwise-disjoint rays from S such that C = C(S,H).
We also say in this situation that C is realized by H
(from S). See Figure 1 for an example. We say that a
configuration is universal if it is feasible from any point
set of the corresponding size.

Figure 1: A point set and a realization of the configu-
rations rbrb (left) and rrbb (right).

Given a directed line `, let `+ and `− denote the
sets of points to the right and to the left of `, respec-
tively. Given a point p and a vector v in the plane, let
h(p, v) denote the ray {p + t · v | t ∈ R, t ≥ 0} with
apex p. Let H ′ be a set of rays such that for every pair
h1, h2 ∈ H ′ the intersection h1 ∩ h2 is either empty or
contains an infinite number of points. In this case we
say that H ′ is a set of non-crossing rays. For any such
a set H ′ there exists a small enough angle δ > 0, such
that for all possible angles ε ∈ (0, δ) the set H ′ε of rays—
called a perturbation of H ′, and obtained by performing
a counterclockwise rotation of angle ε on every ray of H ′

around its apex—is a set of pairwise-disjoint rays.

1The ∗ means that subexponential factors are omitted.

Let γ(S) denote the number of different feasible con-
figurations C(S,H) over all the sets H of rays from S.
Observe that this number can be just a constant: for ex-
ample, placing n red points on the x-axis followed by n
blue points, we obtain a set T in which the only feasible
configuration is (n, n), and hence γ(T ) = 1.

To avoid these trivial situations, we consider only
point sets in general position, that is, without collinear
triples. However, we obtain better bounds if we assume
strong general position, in which we require that no two
different pairs of points in S define parallel lines.

Let γmin
sgp (n) and γmax

sgp (n) be the minimum and the
maximum of γ(S), respectively, taken over all balanced
bichromatic sets S of 2n points in the plane in strong
general position. The notations γmin

gp (n) and γmax
gp (n)

correspond mutatis mutandis to the case in which only
general position is required.

3 Bounds on γ(S) and on the alternation number

Theorem 1 For every bichromatic point set S = R∪B
in strong general position with |R| = |B| = n, it holds
γ(S) = Ω(2

√
n/n). Hence, γmin

sgp (n) = Ω(2
√
n/n).

Proof. By the Ham-Sandwich Cut Theorem [8], there
exists a (directed) line ` such that |R+| = |B−| = bn/2c,
where R+ = R ∩ `+ and B− = B ∩ `−. Let m = bn/2c.
We can assume, via a virtual rotation of the coordinate
system, that ` is the positively oriented x-axis. Since
|R+| = |B−| = m, there exists a non-crossing geomet-
ric perfect matching on R+ ∪ B−, that is, m pairwise-
disjoint straight-line segments e1, e2, . . . , em such that ei
connects an element of R+ with an element of B− and
also intersects `, for i ∈ [m]. Indeed, it is well-known
that given t red points and t blue points in the plane in
general position, there is always a crossing-free bichro-
matic perfect matching (since the bichromatic perfect
matching minimizing the total edge length is necessar-
ily crossing-free). Assume without loss of generality
that the points e1 ∩ `, e2 ∩ `, . . . , em ∩ ` are sorted from
left to right. Using the Erdős-Szekeres Theorem on se-
quences [5], there exist k = Ω(

√
m) = Ω(

√
n) indices

1 ≤ i1 < i2 < . . . < ik ≤ m such that the clockwise
angles from the segments ei1 , ei2 , . . . , eik to ` are either
monotonically increasing or monotonically decreasing.
Assume without loss of generality that the angles are
monotonically decreasing and observe that, because of
the assumption of strong general position, they decrease
strictly. Let pj ∈ B− and qj ∈ R+ denote the endpoints
of eij , for j ∈ [k]. Let Hp = {h(pj , pj−qj) | j ∈ [k]} and
Hq = {h(qj , pj− qj) | j ∈ [k]}, and observe that the ele-
ments of Hp (resp. Hq) are pairwise disjoint. Let H0 be
a set of rays from S \ ({pj | j ∈ [k]}∪{qj | j ∈ [k]}) such
that every element of H0 does not intersect, and is not
parallel to, any element of Hp ∪Hq; it is clear that such
a set of rays H0 always exists, and that Hp ∪Hq ∪H0 is
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a set of non-crossing rays. Furthermore, we can perturb
the elements of Hp ∪Hq in 2k different ways to obtain
a set H of pairwise-disjoint rays from S. The perturba-
tion is as follows: For a small enough angle ε > 0 and
j ∈ [k], rotate both h(pj , pj− qj) and h(qj , pj− qj) with
angle ε around their apices, either clockwise or counter-
clockwise. Then, among all sets H, the configuration
C(S,H) is different for at least 2k/2n = Ω(2

√
n/n) of

them. The claim follows. �

Theorem 2 For every bichromatic point set S = R∪B
in strong general position with |R| = |B| = n, there
exists a set H of pairwise-disjoint rays from S such
that the alternation number of C(S,H) is Ω(

√
n). This

bound is tight.

Proof. Observe that the sets of rays from S generated
in the proof of Theorem 1 yield Ω(

√
n) color switches.

To prove that this bound is tight, let n = k2 for some
k ∈ N and R and B be defined as follows. For i ∈ [k], let
Bi = {(2(i− 1) + j/n2, 0) | j ∈ [k]}, B =

⋃
i∈[k]Bi and

R = {(j/n, 1) | j ∈ [n]}. Let si be the smallest segment
covering Bi, for i ∈ [k], and s′ the smallest segment
covering R. Observe that no two rays from elements
of R can intersect the same segment si. Furthermore,
no two rays from b1 ∈ Bi and b2 ∈ Bj with i, j ∈ [k],
i 6= j, can intersect s′. Therefore, any set H of pairwise-
disjoint rays from S = R ∪ B is such that C(S,H) has
O(k) = O(

√
n) alternations. Finally, observe that some

infinitesimal perturbation of the points moves them to
strong general position, and still yields the same upper
bound construction. �

Without the assumption of strong general position
many of the segments in the matching used in the proof
of Theorem 1, or even all of them, might be parallel,
which disables the construction in that proof. It is easy
to see that given a set of n red points above the x-
axis and a set of n blue points below the x-axis, whose
union is in general position, one can always obtain a
bichromatic matching of size at least

√
n, such that the

angles defined by the matched segments and the x-axis
are different. This combines with the technique of The-

orem 1 to yield an Ω(2n
1/4

/n) lower bound for the num-
ber of different configurations realizable from point sets
in general position. We can do better with a related yet
different approach.

Theorem 3 For every bichromatic point set S = R∪B
in general position with |R| = |B| = n, it holds

γ(S) = Ω(2n
1/3

/n). Hence, γmin
gp (n) = Ω(2n

1/3

/n).

Proof. We start as in the proof of Theorem 1 and
obtain (after a virtual rotation) a bichromatic non-
crossing geometric perfect matching of a set R+ of m
red points below the x-axis, and a set B− of m blue

points above the x-axis, with m = Θ(n). Now, using
a generalized version of the Erdős-Szekeres Theorem on
sequences2 [10], there exist k = Ω(m1/3) = Ω(n1/3) in-
dices 1 ≤ i1 < i2 < . . . < ik ≤ m such that the clockwise
angles from the segments ei1 , ei2 , . . . , eik to the x-axis
are either monotonically strictly increasing, or mono-
tonically strictly decreasing, or all equal. Let Se denote
the set of endpoints of eij for j ∈ [k].

In the first two cases we apply entirely the technique
in the proof of Theorem 1. When ei1 , ei2 , . . . , eik are all
parallel, let us start with a line `p through each p ∈ S,
in the direction of the segments, and rotate then `p
around p an infinitesimal angle ε for all p ∈ S, in such
a way that none of them contains two points. Rotating
the whole construction if necessary, assume that the new
lines `′p are vertical. Observe that the lines correspond-
ing to the endpoints of a segment eij are now differ-
ent and consecutive in the horizontal order, for j ∈ [k].
Now shoot vertically a ray downwards from every point
in S \ Se. For each eij with j ∈ [k] we can indepen-
dently decide for its endpoints whether we shoot a red
ray upwards and a blue ray downwards, or reversely.

This yields Ω(2n
1/3

/n) different configurations, and the
claim is proved. �

4 Realizing configurations

We study in this section point sets realizing many con-
figurations, universal and non-universal configurations.
Observe that, as a consequence of Theorem 2, configu-
rations with ω(

√
n) alternations are not realizable from

every point set. Further note that given any point set
S = R ∪B with |R| = |B| = n, the configuration (n, n)
is always realizable: Draw from each red point a ray
oriented to the right, and from each blue point a ray
oriented to the left. The resulting rays are non-crossing
and a perturbationH of them satisfies C(S,H) = (n, n).

Theorem 4 There exist point sets S = R∪B in strong
general position with |R| = |B| = n, such that every
configuration is feasible. Hence, γmax

sgp (n) = Γ(n).

Proof. Let point sets R =
{

(1, 1), (2, 1), . . . , (n, 1)
}

and B =
{

(1/n, 0), (2/n, 0), . . . , (n/n, 0)
}

. Let C be
any configuration (r1, b1, r2, b2, . . . , rk, bk) with k ∈ N.
Observe that we can draw a set HB of rays from B such
that the elements of HB are grouped into k groups, such
that the ith group for i ∈ [k] consists of bi parallel rays,
and the groups split R into k blocks such that the jth
block from left to right consists of rj points, for j ∈ [k].
Namely, let HB =

{
h
(
(i/n, 0), (ti, 1)

)
| i ∈ [n]

}
where

2Let n > s · r · p. Any sequence of n numbers contains a
strictly increasing subsequence with at least s + 1 elements, a
strictly decreasing subsequence with at least r + 1 elements or a
constant subsequence of length greater than p.
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ti = r1 + . . .+ rs for

b1 + . . .+ bs−1 < i ≤ b1 + . . .+ bs.

GivenHB , we can draw a setHR of rays “upwards” from
R such that H = HR ∪HB is a set of pairwise-disjoint
rays from S. It holds C(S,H) = C. The constructed
point set can be perturbed to lie in strong general posi-
tion in a way that the proof carries out. �

Proposition 5 For every bichromatic point set
S = R ∪B in general position with |R| = |B| = n, the
configuration (bn/2c, bn/2c, dn/2e, dn/2e) is feasible.

Proof. Assume n to be odd. The case in which is even
is similar. By the Ham-Sandwich Cut Theorem [8],
there exists a (directed) line ` passing through a red
point p and a blue point q, and such that

|R ∩ `+| = |B ∩ `+| = |R ∩ `−| = |B ∩ `−| = bn/2c.

Suppose without loss of generality that ` is horizontal
and that p is to the right of q, and let

H ′ = {h(p, p− q), h(q, q − p)}
∪ {h(u, p− q) | u ∈ (R ∩ `+) ∪ (B ∩ `−)}
∪ {h(u, q − p) | u ∈ (R ∩ `−) ∪ (B ∩ `+)}.

Observe that H ′ is a set of non-crossing rays,
and a perturbation H of H ′ is a set of pairwise-
disjoint rays from H such that C(S,H) is
(bn/2c, bn/2c, dn/2e, dn/2e). �

Proposition 6 For every bichromatic point set
S = R ∪B in general position with |R| = |B| = n, and
any t ∈ [n−1], either the configuration (n−1, n− t, 1, t)
or the configuration (n− t, 1, t, n− 1) is feasible.

Proof. Let p ∈ S be a point of the convex hull of S.
We now show that if p ∈ R, then (n − 1, n − t, 1, t) is
feasible. If p ∈ B, it can be shown analogously that
(n − t, 1, t, n − 1) is feasible. Assume then that p ∈ R,
and let q ∈ B be a point such that |B ∩ `−| = t − 1,
where ` is the line passing through p and q. Let

H ′ = {h(p, p− q)}
∪ {h(u, q − p) | u ∈ R \ {p}}
∪ {h(u, p− q) | u ∈ B},

which is a set of non-crossing rays. A perturbation H
of H ′ is such that C(S,H) = (n− 1, n− t, 1, t). �

In contrast with some of the previous configurations
having alternation number two, we next show an obsta-
cle for several configurations with alternation number
three to be universal.

q2

q1

R2

R1b1

b2

Figure 2: Illustration for the proof of Proposition 7.

Proposition 7 Let C be an infinite family of configu-
rations such that any configuration C ∈ C of length n
has alternation number at least three, every red block
of C has size at least n/k and every blue block of C
has size at least n/l, where k, l ∈ R. Then, there ex-
ists n0 ∈ N such that any C ∈ C of size n > n0 is
not universal. In particular, the uniform configuration
(n/k, n/k, ..., n/k, n/k) with k ≥ 3 and n/k ∈ N is not
universal for big enough n.

In order to prove the previous proposition, we use two
technical lemmas, whose proof is omitted.

Given a real number λ > 0, let Kλ(n) be the set of
nth (complex) roots of the unity, taken as points in the
real plane, and scaled by a factor of λ. The width of
a point set T is the width of the thinnest slab (closed
space between two parallel lines) enclosing T .

Lemma 8 The width of any set T ⊂ K1(n) with 3 ≤
t = |T | ≤ bn/2c is at least

cos
(π
n

)
− cos

(
(t− 1)π

n

)
.

Given a point p outside the unit disk, we define Vp to
be the open wedge defined by the rays starting at p and
tangent to the unit circle, and containing the origin.

Lemma 9 For any p ∈ Kλ(n) with λ > 1, it holds

|(Kλ(n) ∩ Vp)| ≤
2n

π
arcsin

(
1

λ

)
+ 1.

We prove now Proposition 7; see Figure 2.

Proof of Proposition 7. Note first that it must be
k, l ≥ 3 since there are at least three blocks of each
color. In addition, we also have n ≥ 3k and n ≥ 3l.
Let R = K1(n) and B = Kλ(n) with λ > 1, and XR

and XB be the circles containing R and B, respectively.
Using Lemma 8, it is easy to see that if λ is smaller than

g(n) =

[
cos
(π
n

)
− cos

(
(dnk e − 1)π

n

)] [
2 sin

(π
n

)]−1
,
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the rays emanating from a subset R1 ⊂ R realizing a
block of the configuration will have to cross at least two
arcs of XB of between points of B, since the first factor
is a lower bound for the width of R1 and the distance be-
tween two consecutive points ofB is 2λ sin(π/n). There-
fore, the ray from at least one point b1 ∈ B will have to
intersect XR because, otherwise, it would split the block
of R1. Let b1, b2, b3 ∈ B be points trapped in three dif-
ferent sets R1, R2, R3 ⊂ R, each of the latter realizing a
red block. Note now that it has to be b2, b3 ∈ Vb1∪V−b1 ,
where −b1 indicates the point in XB symmetric to b1
with respect to the origin, since the rays q2 placed at b2
and q3 placed at b3 should split R and they should not
intersect the ray q1 placed at b1. Observe that either
Vb1 or V−b1 must contain at least two of the points b1,
b2 and b3. Assume these to be b1 and b2. Note then that
only the points from the two arcs of XB between q1 and
q2 can realize a blue block between R1 and R2. With
the help of Lemma 9 to bound the number of points of
B in these arcs, we have that if λ is larger than

f(n) =
[
sin
( π

4n

(⌈n
l

⌉
− 2
))]−1

,

no block of B can be realized between R1 and R2.
Thus, for n and λ such that 1 < f(n) < λ < g(n),
the configuration is not feasible. Since g(n) → ∞ and
f(n)→ [sin(π/4l)]−1 > 1, the counterexample can be
certainly constructed. �

5 Deciding feasibility of configurations

Proposition 10 Given a point set S = R ∪ B on a
line `, with |R| = |B| = n, and a configuration C, it can
be decided in O(n2) time whether C is feasible for S.

Proof. Without loss of generality, assume that ` is hor-
izontal, and put S = {p1, . . . , p2n}, where the indices are
taken from left to right. Note that any realization from
S can be perturbed such that all the rays are vertical.
The point p1 must realize a position of its same color
in C. Then, p2 will realize either the previous posi-
tion of the configuration or the next one, depending on
whether the corresponding ray is pointing downwards or
upwards. One, two or none of the previous options will
be valid depending on whether the color of the previous
and next positions of C match the color of p2. In this
way, when we traverse S from left to right choosing the
upwards ray or the downwards one for each point, we
may be realizing a subsequence of consecutive elements
in C. Consider the directed graph having a node for
each one of the O(n2) subsequences of C. Note that we
consider as different two equal red-blue patterns if they
start at different positions of C. We add an arc from a
node corresponding to a subsequence of length k ≥ 0 to
a node corresponding to a subsequence of length k+1 if
the second subsequence can be obtained from the first

one by attaching the color of pk+1 before or after it. It
is clear that a configuration is feasible for S if and only
if there exists a path from the empty sequence to some
of the 2n linear subsequences of C of length 2n in the
aforementioned directed graph. Since the out-degree of
every node is at most 2, the size of the graph is quadratic
and the decision can be made in O(n2) time. �

The preceding algorithm is an adaptation of the al-
gorithm of Akiyama and Urrutia for deciding, given 2n
points on a circle, n of them being red, and n blue,
whether they admit a simple Hamiltonian polygonal
path in which the colors of the vertices alternate [2].

Proposition 11 Given a set of points S = R ∪ B in
convex position, with |R| = |B| = n, and a configura-
tion C, it can be decided in polynomial time whether C
is feasible for S.

We present now some of the ideas of the omitted proof
of the previous proposition. We derive a decision algo-
rithm based on dynamic programming. First, the prob-
lem is discretized taking advantage of a perturbation
argument appearing in [7], which ensures that to decide
if a configuration is feasible it is enough to examine
only the rays taking directions from a set of O(n2) vec-
tors. Next, we observe that if a ray q supported by a
line ` “crosses” the set S, and neither S+ = S ∩ `+ nor
S− = S ∩ `− is empty, then the position of the config-
uration realized by q must be “between” the positions
realized from S+ and the positions realized from S−.
Therefore, the points in S+ and the points in S− must
be able to realize the corresponding parts of the con-
figuration. These subproblems are not completely inde-
pendent. Indeed, even if all the rays are disjoint from
q, the rays from S+ are pairwise disjoint and so are the
rays from S−, it could be that a ray from S+ intersects
a ray from S−. In order to decide whether “compatible”
realizations exist, we compute the (partial) realizations
from S+ and from S− that minimize the “angle” with q.
If these realizations are not compatible, then no other
pair of realizations are. Computing a minimal realiza-
tion for each subproblem is easy if we assume that there
is no other ray “crossing” the point set. Nonetheless,
when we allow more than one ray to cross, the compu-
tation becomes more involved. More precisely, we need
to calculate for any pair of rays and any pair of posi-
tions of the configuration, all the partial realizations of
the points “between” them that are angularly minimal.
Note though that there are two angles to be minimized
(in the domination order) in this case and, thus, the
number of such realizations is O(n2). The correspond-
ing angles (and a realization attaining each of them) can
be constructed recursively using dynamic programming.
The base case is when no ray crosses, in which case it is
straightforward to compute all the realizations that are
angularly minimal.
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6 Remarks

In addition to the results presented above, we also stud-
ied a variant of the problem, where the rays are allowed
to (properly) intersect. The nature of this problem is
significantly different from the disjoint case. For in-
stance, it is easy to see that all configurations of n red
and n blue elements can be realized from any point set
with that number of red and blue points. However, we
can show that for certain configurations any set of realiz-
ing rays must have a quadratic number of intersections.

Yet another version of the question is which config-
urations can be realized by a set of pairwise-crossing
rays. This condition is specially interesting, since any
configuration realizable by pairwise-crossing rays can be
realized by pairwise-disjoint rays as well (the converse is
not true). Although there exist universal point sets for
this problem, it can be shown that there is no universal
configuration.
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